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Outline
● Proposed Problem Statements / Ideas:

○ Detect Adversarial Behaviour by Applying NLP 

Techniques to Command Lines

○ NLP methods in HIDS

○ Use of Transformer Arch. over Network Flow Data
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● Detect Adversarial Behaviour by Applying NLP 
Techniques to Command Lines.

● NLP methods in HIDS

● Use of Transformer Arch. over Network 

Flow Data



Detect Adversarial Behaviour (1/2)
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Source 

https://blog.f-secure.com/command-lines/
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Using NLP techniques to perform NER and POS tagging as shown 

in the  source.

Effort is required for data annotation but use of NLP techniques 

over CLI Commands are something new.
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● This paper discuss 
several NLP methods 
for Host-based 
Intrusion Detection 
System.

https://www.sciencedirect.com/science/article/pii/S1084804523001807
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● Data Representation



NLP methods in HIDS (3/4)
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Neural language modeling methods:
● RNN-VED-based language model
● LSTM-based language model
● GRU-based language model

Hybrid:
● Combination of heterogeneous classifiers using different 

NLP methods.
● Combination of n-gram and TF-IDF.
● Combination of n-gram and statistical approaches.
● Combination of n-gram and data augmentation 

methods.



NLP methods in HIDS (4/4)
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As previous slide suggest there are several hybrid methods 
being used for HIDS, but there is no method that uses new 
STOA.

As there are sequence of open, read and write, one can 
create a sequential model with attention capabilities for 
greater results.
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There are limited paper which uses transformer arch. over network 
flow data.

In depth analysis shows that one can work on the embeddings of 
transformer to feed new embeddings in Transformer Arch.

Systematic Literature Review: One can work on SLA about 
transformer + Network Flow / Packet Flow data.

Todo - Finding good dataset with little class imbalance and have 
structured information
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